Energy and resolution calibration of NaI(Tl) and LaBr$_3$(Ce) scintillators and validation of an EGS5 Monte Carlo user code for efficiency calculations
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Abstract
The radiation detectors yield the optimal performance if they are accurately calibrated. This paper presents the energy, resolution and efficiency calibrations for two scintillation detectors, NaI(Tl) and LaBr$_3$(Ce). For the two former calibrations, several fitting functions were tested. To perform the efficiency calculations, a Monte Carlo user code for the EGS5 code system was developed with several important implementations. The correct performance of the simulations was validated by comparing the simulated spectra with the experimental spectra and reproducing a number of efficiency and activity calculations.

1. Introduction
Scintillation detectors, with a special emphasis on the NaI(Tl) detectors, have been broadly used in many fields over the last 50 years [1]. Recently, the new lanthanum-based scintillators have become commercially available [2]. Compared with the NaI(Tl) detectors, the lanthanum detectors have better scintillation properties, including energy resolution, temperature performance, decay time, light yield and material density [2]. All of these capabilities make lanthanum detectors good candidates to substitute the NaI(Tl) scintillators in most applications.

Nonetheless, the correct performance of all radiation detectors requires the correct calibration. When the scintillation detectors are used for gamma spectrometry, the calibration procedure can be divided into three sub-calibrations [3]: the energy calibration, the resolution calibration and the efficiency calibration. These calibrations make it possible to correctly identify and determine the activity of the involved isotopes.

However, while the energy and the resolution calibrations are easily performed experimentally, the efficiency calibration can be a demanding task, especially for complex and extended source geometries. Thus, a common approach to perform the efficiency calibration is to use the Monte Carlo (MC) simulation techniques, which must be experimentally validated at least for the simple source geometries. This validation enables one to extrapolate the simulations to obtain the efficiency curves for other sources that would be difficult or impossible to obtain in a laboratory.

In this study, we perform the energy and the resolution calibrations for the NaI(Tl) and LaBr$_3$(Ce) scintillators, and we test several fitting functions used in both calibrations. For the efficiency calculations, we present an MC user code, which is validated with certified calibration sources. The details of the more important implementations of the MC code are also discussed.

2. Materials and methods

2.1. Experimental setup
The detectors used in this study were a 2" × 2" NaI(Tl) and a 2" × 2" LaBr$_3$(Ce) scintillation detectors. The NaI(Tl) detector was an ORTEC® Model 905-3 and the LaBr$_3$(Ce) detector was a BrillAnCe™380 from Saint-Gobain Crystals. Both detectors were coupled to a preamplifier (ORTEC® Model 276) and an amplifier (ORTEC® Model 575A), which were connected to a multichannel pulse-height analyser ORTEC® TRUMP™-PCI-2k. The spectrum analysis software that we used was ScintiVision™ from ORTEC®.

The experimental data were obtained from five radioactive sources that allowed the coverage of all gamma energies up to 1408 keV. Table 1 shows the current activity (deduced from the
2.1.3. Experimental efficiency calibrations

Sources, the experimental efficiencies $e_{\text{cal}}$ and measuring conditions. Sequentially, the efficiency calibration is only valid for identical source geometry and the materials surrounding the setup. Consequently, the efficiency calibration depends on many other factors, such as the source-to-detector distance, the gamma-ray energy, the efficiency calibration system [9]. This general-purpose package enables the simulation of the coupled transport of electrons and photons in an arbitrary geometry. The EGSS subroutines are controlled by a user code, which must be written in Fortran 77. The user code must contain all of the information about the radiation source (the type of particles, the energy and the probabilities of emission, the position and the geometry, the direction of emission, etc.) and the detector geometry (the components, the sizes, the materials, etc.). In addition, the user code must contain all of the calculations related to the quantities to be obtained.

In this study, we were interested in reproducing real gamma-ray spectra and performing the efficiency calibrations. A user code for EGSS was prepared for this purpose, where the radioactive isotopes comprising the emitting source were modelled through their gamma emission energies and associated probabilities. The source spatial distribution and the emitting directions are set in each simulated history (i.e., in each simulation of the primary source-particles and all of the secondary particles produced by it). Thus, it is possible to define extended sources that emit in the desired directions. Meanwhile, the geometry where the radiation interacts was defined using the combinational geometry package [9], which allows the definition of multiple geometries by combining 14 elemental bodies.

Fig. 1 shows the geometry of the NaI/LaBr$_3$ detectors. The dimensions were adapted to the manufacturer technical specifications. Basically, the geometry was modelled with the corresponding scintillation crystal with a case of 0.5 mm of aluminium. The space between the case and the crystal was filled with air. A glass light guide after the crystal was also considered, and the photomultiplier tube was modelled as a filled-of-air cylinder of aluminium. The material information (density and composition) were taken from [10], and the cut-off energy for the photons and the electrons was set at 10 keV.

2.2. Monte Carlo simulation

The MC simulations were performed with the EGSS code system [9]. This general-purpose package enables the simulation of the coupled transport of electrons and photons in an arbitrary geometry. The EGSS subroutines are controlled by a user code, which must be written in Fortran 77. The user code must contain all of the information about the radiation source (the type of particles, the energy and the probabilities of emission, the position and the geometry, the direction of emission, etc.) and the detector geometry (the components, the sizes, the materials, etc.). In addition, the user code must contain all of the calculations related to the quantities to be obtained.

In this study, we were interested in reproducing real gamma-ray spectra and performing the efficiency calibrations. A user code for EGSS was prepared for this purpose, where the radioactive isotopes comprising the emitting source were modelled through their gamma emission energies and associated probabilities. The source spatial distribution and the emitting directions are set in each simulated history (i.e., in each simulation of the primary source-particles and all of the secondary particles produced by it). Thus, it is possible to define extended sources that emit in the desired directions. Meanwhile, the geometry where the radiation interacts was defined using the combinational geometry package [9], which allows the definition of multiple geometries by combining 14 elemental bodies.

Fig. 1 shows the geometry of the NaI/LaBr$_3$ detectors. The dimensions were adapted to the manufacturer technical specifications. Basically, the geometry was modelled with the corresponding scintillation crystal with a case of 0.5 mm of aluminium. The space between the case and the crystal was filled with air. A glass light guide after the crystal was also considered, and the photomultiplier tube was modelled as a filled-of-air cylinder of aluminium. The material information (density and composition) were taken from [10], and the cut-off energy for the photons and the electrons was set at 10 keV.

2.2.1. Simulation of gamma-ray spectra

When some energy $E$ is deposited into the detector, a count in the corresponding channel of the spectrum is recorded. However, the gamma-ray spectra obtained in the simulations are very

Fig. 1. Cross-section of the detector geometry used in the simulations. The modelled parts are: scintillation crystal (green), aluminium (grey), glass light guide (red) and air (yellow). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
different from the spectra obtained with the detectors due to their finite resolution. Thus, the resolution calibration in the user code must be accounted for obtaining the realistic spectra.

The relationship between the calculated energy deposition spectrum $S_0$ and the real spectrum $S$, which would be observed in a real detector, can be represented through the following convolution [11]:

$$ S(E) = \int S_0(E') \cdot G(E-E') dE' $$

(4)

where $S_0(E')$ is the probability that a photon deposits the energy $E'$ in the detector crystal per unit energy $E'$ and per incident fluence, and $G(E-E')$ is the probability per unit pulse height that a deposited energy $E'$ will give counts on the energy channel $E$.

The resolution function $G(E-E')$ is generally approximated by a Gaussian distribution [11]:

$$ G(E-E') = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(E-E')^2}{2\sigma^2}} $$

(5)

It is important to remark that in Eq. (5), the standard deviation $\sigma$ is not constant because it is a function of the photon energy, i.e., $\sigma = \sigma(E)$. The convolution described by Eq. (4) was implemented in the user code using the Box–Muller algorithm [12] to sample the Gaussian functions. Thus, the gamma-particle-deposited energy $S(E)$ was readjusted using the following equation:

$$ E = E + \sigma(E) \sin(2\pi \xi_1) \cdot \sqrt{-2\ln \xi_2} $$

(6)

where $\xi_1$ and $\xi_2$ are independent random variables uniformly distributed in the interval $[0,1]$. In practice, Eq. (6) is rewritten in terms of the FWHM using the following relationship:

$$ \sigma = \frac{\text{FWHM}}{2\sqrt{2}\ln 2} $$

(7)

2.2.2. Statistical uncertainty calculations

The results are obtained after the simulation of $N_{\text{hist}}$ histories. To estimate the statistical uncertainties, we split these $N_{\text{hist}}$ histories into $m$ statistical batches of $N_{\text{hpb}} = N_{\text{hist}}/m$ histories. Then, the expected value $\langle x \rangle$ of a certain quantity of interest $x$ is estimated by its average:

$$ \bar{x} = \frac{1}{m} \sum_{i=1}^{m} x_i $$

(8)

where $x_i$ is the average of the quantity $x_i$ over the $N_{\text{hpb}}$ histories in the $i$-th batch.

According to the central limit theorem, when $N_{\text{hist}} \to \infty$, the distribution of $\bar{x}$ is Gaussian. Thus, an unbiased estimator of the variance of $\bar{x}$ is

$$ s_x^2 = \frac{s_x^2}{m} $$

(9)

with

$$ s_x^2 = \frac{1}{m-1} \sum_{i=1}^{m} (x_i - \bar{x})^2. $$

For our purposes, the use of the method of statistical batches is unaffected by the problems described in [13] and is fully equivalent to the approach described in [14].

2.2.3. Monte Carlo efficiency calculations

The MC efficiency $\epsilon_{\text{MC}}$ calculations were performed by reproducing the experimental setup for each radioactive source (to account the different source sizes and source-detector distances). For the efficiency calculations, a monoenergetic source was considered to avoid unnecessary interferences in the spectrum. Thus, the MC efficiency was calculated in each statistical batch as

$$ \epsilon_{\text{MC}} = \frac{N_{\text{counts}}}{N_{\text{hpb}}} $$

(11)

where $N_{\text{counts}}$ is the number of counts under the full energy peak, and $N_{\text{hpb}}$ is the number of photons emitted by the source per batch. Then, the MC efficiency and its uncertainty were obtained from Eqs. (8) and (9).

2.2.4. Variance reduction

To obtain better statistics with fewer simulations, a variance reduction method, the direction bias method [14], was implemented, which only considers the photons that are emitted against the detector. In this method, the scored quantities must be weighted with the corresponding statistical weight $w$. The weight is defined in each history as

$$ w = \frac{\text{true probability}}{\text{sampled probability}} $$

(12)

2.3. Activity calculation

Once the MC efficiencies $\epsilon_{\text{MC}}$ are calculated, it is possible to estimate the activity of any radioactive isotope. If we use $n_p$ peaks for the calculation, the activity $A_{\text{calc}}$ of the given isotope is the weighted mean of all $k$-peak activities $A_{\text{calc},k}$:

$$ A_{\text{calc}} = \sum_{k=1}^{n_p} A_{\text{calc},k} \cdot w_k $$

(13)

with the weights

$$ w_k = \frac{1}{(\delta A_{\text{calc},k})^2} $$

(14)

Then, the uncertainty of Eq. (13) is evaluated using the following relationship:

$$ \delta A_{\text{calc}} = \frac{1}{\sqrt{\sum_{k=1}^{n_p} w_k}} $$

(15)

The activity related to the $k$-peak is calculated by rearranging Eq. (2) as

$$ A_{\text{calc},k} = \frac{N_k}{\delta A_{\text{MC},k} \cdot \sigma_k} $$

(16)

where $N_k$ is the number of counts under the $k$-peak, $p_k$ the probability and $\delta A_{\text{MC},k}$ is the corresponding efficiency.

Finally, the uncertainty for the $k$-peak corresponding activity is given by

$$ \delta A_{\text{calc},k} = A_{\text{calc},k} \sqrt{\left(\frac{\delta N_k}{N_k}\right)^2 + \left(\frac{\delta \epsilon_{\text{MC}}}{\epsilon_{\text{MC}}}\right)^2 + \left(\frac{\delta p_k}{p_k}\right)^2} $$

(17)

3. Results and discussion

3.1. Energy calibrations

To set the suitable $n$ for Eq. (1) and to obtain the fitting coefficients, several data points were obtained with the available radioactive sources described in Table 1. Fig. 2 shows the data used for NaI(Tl) and LaBr$_3$(Ce) in the energy calibrations.

Table 2 shows the results of the data fit to Eq. (1) for $n=1, 2, 3$ and 4. The goodness of fit was evaluated with the adjusted coefficient of determination $R^2$ instead of the usual coefficient of determination $R^2$. This coefficient takes into account whether the additional fitting parameters in fact improve the fit.
n is the best option for the energy calibration. However, for (59.5 keV), but it was less than 12% and 4% for NaI and LaBr₃, the detectors showed a good linearity in all ranges. The highest coefficients of determination for both detectors.

<table>
<thead>
<tr>
<th>Fitted E(C) function</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>E = a₀ + a₁C</td>
<td>NaI</td>
</tr>
<tr>
<td>E = a₀ + a₁C + a₂C²</td>
<td>NaI</td>
</tr>
<tr>
<td>E = a₀ + a₁C + a₂C² + a₃C³</td>
<td>NaI, LaBr₃</td>
</tr>
<tr>
<td>E = a₀ + a₁C + a₂C² + a₃C³ + a₄C⁴</td>
<td>NaI, LaBr₃</td>
</tr>
</tbody>
</table>

From the results of Table 3, the relationship that best fits the experimental data for both detectors is

\[
FWHM(E) = a + bE + cE²
\]

Eq. (18) also has a more user-friendly mathematical form than other equations, which makes it more usable. The results in Table 3 show that the data points from the LaBr₃ detector provide better fits in comparison with the NaI detector. This result is obvious from the distribution of the data points observed in Fig. 3, which is more irregular for NaI. Similar results were obtained by other authors [8].

From Fig. 3, the energy resolution is clearly better for the LaBr₃ detector than for the NaI detector all over the energy range. In particular, the obtained resolutions for the 661.7 keV γ-rays of the 137Cs source were 7.0% for the NaI detector and 2.6% for the LaBr₃ detector. However, at low energies the differences become smaller. This can be explained by considering that the energy resolution improves when the light yield increases. Thus, at low energies NaI crystals show an excess of light [1,8], while the LaBr₃ ones show a reduced light yield in this region [6]. And so, this non-proportionality of the light yield explains the observed behaviour.

### 3.3. Spectra simulations

The resolution function obtained from the fit of Eq. (18) for each detector was incorporated into the MC code. As the fit can only be trusted in the energy region \([E_{min}, E_{max}]\) defined by the calibration sources, we impose a linear interpolation from FWHM(0)=0 to FWHM(E_{min}). The correct performance of the implemented algorithm can be observed in Fig. 4 for an ¹⁵²Eu source.

### 3.4. Efficiency calculations

The efficiency calculations of the MC code were tested with the certified sources described in Table 1. Table 4 shows the source-detector distance considered, the experimental and the calculated efficiencies, \(\varepsilon_{exp}\) and \(\varepsilon_{MC}\), and the relative differences RD (%) for both detectors.

From Table 4, we observe that the simulations are in good agreement with the experimental measurements. The discrepancies between the experimental and the calculated efficiencies can
be associated with many factors such as source positioning, detector modelling, the inaccuracy of the manufacturer parameters, the activities of the reference sources and true coincidence summing. Consequently, these factors may make our simulation results for the LaBr₃(Ce) not as accurate as the NaI(Tl) results.

Most of these discrepancies could be reduced by positioning the radioactive reference sources farther away from the detector; thus, it would be desirable to have reference sources of higher activity.

Finally, it is important to remark that the MC uncertainties are small because they are only statistical. In fact, they can be reduced even by increasing the number of simulated histories. Thus, MC uncertainties must be only taken as indicators of good statistics in the simulations.

### 3.5. Activity calculations

From the MC efficiencies given in Table 4, we used Eq. (13) to estimate the activities of the radioactive sources. Table 5 shows the calculated activities and the relative differences RD (%) for both detectors.

The results included in Table 5 show good agreement between the certified activity of the radiation sources and the calculated activities obtained from the MC efficiencies. Thus, the maximum relative differences between the current and the calculate activity were less than 3.4% in absolute value. The observed discrepancies can be attributed to the same factors discussed in Section 3.4.

The uncertainties provided with the calculated activities are low due to the small uncertainties associated with MC efficiencies. Thus, if the method was used to estimate unknown activities, it would be necessary to assume a higher uncertainty to take into account the other possible sources of uncertainty.

### 4. Conclusions

In this study, we presented a complete calibration (energy, resolution and efficiency calibrations) of two scintillation detectors, NaI(Tl) and LaBr₃(Ce), to be used in gamma-spectrometry.

For the energy calibration, we found that the best function to establish the energy-channel relation is a 2nd-degree polynomial. After testing several fitting functions for the resolution calibration, we found that the best fitting function for the FWHM(E) relation was also a 2nd-degree polynomial.
Additionally, an MC user code for the EGS5 code system was developed and validated to reproduce a realistic gamma-ray spectra and efficiency calculations for both the NaI(Tl) and LaBr₃(Ce) detectors. The correct implementation of the FWHM function in the MC code was tested across all the energy ranges by comparing the simulated spectra with the experimental spectra. We also validated the code by calculating the efficiency of simple source geometries, and the calculated efficiencies were in good agreement with the experimental values obtained from certified radioactive sources. Finally, using the calculated efficiencies in the activity calculations also provided good results.

The validation of this MC user code for simple source geometries will permit one to extrapolate the calculations to other distributions of radioactive sources. Thus, the code can be used to calculate the efficiencies for different kinds of extended sources and to estimate their activities.
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